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Record linkage is finding record pairs that refer to the 
same entities or objects across multiple data sources. This 
task is crucial in various research fields, such as federated 
search and data integration. This article focuses on the 
new challenge of cross-language record linkage, where 
records are from data sources in different languages. To 
compare the records in different languages, the records’ 
metadata needs to be translated from a source language 
to a target language. This causes mismatches between the 
translated metadata and the metadata in the target 
language, since similar meanings are sometimes 
expressed by different words during translation. Thus, 
conventional string-based similarity metrics are 
insufficient for measuring the similarities between the 
translated metadata and the metadata in the target 
language. Therefore, we propose a method of dealing with 
the mismatching problem in cross-language record 
linkage. For each translated metadata of the source 
language, first, we use a string-based similarity metric to 
identify the potential matching metadata in the target 
language as candidates. Then, we employ word 
embeddings to perform the semantic matching between 
the translated metadata and its candidate matching 
metadata in the target language. Our method is evaluated 
on a real-world dataset in Japanese and English. Our 
experiments proved that our proposed method 
outperforms baseline methods that only rely on string 
similarities or the semantic matching method. 

 
 

1. Introduction 
Record linkage [1][2] is finding record pairs that refer to 

the same entities or objects across different data sources. 
It is also known as object identification [3] or duplicate 
detection [4]. To determine whether a pair of records refer 
to the same entity or not, the records from one data source 
need to be compared with records in other data sources 
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according to their metadata similarities. With the 
emergence of multilingual data sources, record linkage 
techniques should be able to work with records that are 
represented with metadata in different languages. 

In this work, we focus on cross-language record linkage, 
which identifies record pairs that refer to the same 
entities or objects across different data sources in 
different languages. It can be used to expand and enrich 
the metadata of records in other languages. It can also 
help people acquire the metadata of a specific record 
regardless of the language. 

An example application of cross-language record 
linkage involves linking the record pairs that refer to the 
same ukiyo-e prints in Japanese and English databases. 
Ukiyo-e is a type of Japanese traditional woodblock 
printing. There are many copies printed from the same 
ukiyo-e woodblocks, and they have been digitized and 
exhibited on the internet by many libraries and museums 
all around world with metadata in various languages [5]. 
For example, Figure 1 shows that the metadata of ukiyo-e 
prints in the Edo-Tokyo Museum is in Japanese. The 
metadata of the ukiyo-e prints at the Metropolitan 
Museum of Art is in English. Linking these sources 
requires comparing the metadata of records from both 
sources and identifying the record pairs that refer to the 
same ukiyo-e prints. Due to language barriers, the 
metadata cannot be compared directly. Therefore, the 
metadata in the source language needs to be translated 
into the target language in order to identify whether they 
refer to the same object or not. 
 

 
Figure 1: Matching of ukiyo-e prints 

One problem that can arise when comparing metadata 
after translation is word mismatches between the 
translated metadata of the source language and metadata 
in the target language that describe the same objects. An 
example of such mismatches is shown in Figure 2. The 
word “夜” in the Japanese title is translated into “night” 
by Bing Microsoft Translator. However, the word that 
should be matched with “night” in the corresponding 
English title is “evening”. 
 

 
Figure 2: An example of word mismatches between 
translated metadata and metadata in the target language 
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In monolingual record linkage, mismatches between the 
metadata that describe the same object occur mainly due 
to the typographical variations of metadata. For example: 

• Massey – Massie 
• Peter Christen – Christian Pedro 
• Ruby Lotel – Ruby L’otel 

Many similarity measures are used to compare records’ 
metadata in monolingual record linkage, such as edit 
distance based string comparison [6][7][8], q-gram based 
string comparison [9][10], Jaro and Winkler distance 
[11][12], and the Monge-Elkan method [13]. Such 
traditional string-based similarity measures—which are 
used in monolingual record linkage—impact metadata 
similarity calculation positively, especially for metadata 
that contain a word that refers to a particular thing, such 
as a proper noun. The translations of these words are 
usually in the same textual representation, unlike other 
words whose translations are sometimes synonyms. For 
example, the translation for the Japanese word “蒲原” in 
Figure 2 is “kambara”, but “夜” is translated into “night” 
or “evening”. 

However, these traditional string-based similarity 
metrics are insufficient in determining whether two 
metadata are semantically similar in cross-language 
record linkage. This is because, when metadata in the 
source language are translated into the target language, 
the mismatches between metadata may occur due to 
different words that express similar meanings. For 
example, in Figure 2, the words “night” and “evening” are 
used to express a similar meaning. 

Therefore, we propose a method of dealing with 
mismatching between metadata in cross-language record 
linkage. Specifically, our method focuses on descriptive 
metadata such as titles and abstracts, rather than 
metadata such as authors, dates, and formats. Since 
descriptive metadata summarizes the content of an entity 
or distinguishes it from other entities, it is more likely to 
be translated into different words that might lead to 
mismatches between metadata. 

In our method, for each translated metadata of the 
source language, we first identify the candidate metadata 
in the target language using a string-based similarity 
metric. Then, we employ word embeddings to perform 
semantic matching between the translated metadata of 
the source language and the metadata in the target 
language. Our method leverages successful achievements 
in word embeddings [14], which is dense vector 
representations of words. The learned word embeddings 
demonstrate that they can better capture the semantic 
word relationships, which means semantically similar 
words are close in the vector space. By using this property 
of word embeddings, we represent the words in metadata 
as vectors using word embeddings. In this way, two 
different words between the translated metadata and the 
metadata in the target language that express similar 
meanings (e.g., the words “night” and “evening” in Figure 
2) can be matched, since their embedding vectors are close 
in the vector space. Finally, the similarity between 
metadata is the maximum cumulative similarity, that the 
words in the translated metadata match the words in 

metadata in the target language. We evaluate our 
proposed method on the dataset in Japanese and English. 
Our experiments showed that our method improves the 
performance of cross-language record linkage compared to 
the baseline method that is based on string comparison. 
We also compared our method with our previous work [15], 
which directly used word embeddings to perform semantic 
matching between the translated metadata of the source 
language and the metadata in the target language. Our 
experiments showed that our method works better. 

The remainder of the article is structured as follows. 
Section 2 describes the general process of cross-language 
record linkage. Section 3 introduces our method. Section 4 
presents our experimental setup and evaluations. Section 
5 outlines related work. The Conclusion concludes the 
paper and outlines future work. 
 

2. Cross-Language Record Linkage 
Figure 3 shows the general process of cross-language 

record linkage. First, records’ metadata in the source 
language are translated into the target language in order 
to compare the metadata within the same language. The 
dictionary-based method and machine translation based 
method are commonly used in cross-language tasks (e.g., 
cross-language information retrieval and cross-language 
plagiarism detection)[16][17][18]. Record pairs are 
compared according to their metadata similarities after 
translation. 
 
 

 
Figure 3: The general process of cross-language record 

linkage 
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Our work focuses on the second part, measuring the 
similarities between translated metadata and metadata 
in a target language. Finally, based on these metadata 
similarities, the record pairs are classified into matches 
and non-matches by using a certain decision model. The 
matched record pairs are determined as the identical 
records that refer to the same real-world entities. 

 

3. Semantic matching of metadata 
In this section, first, we introduce the idea of word 

embeddings, which are employed in our method to capture 
the semantic similarity between words. Then, we present 
our method, which consists of two steps: 1) candidate 
identification and 2) semantic matching. 

 
3.1 Word embeddings 

Word embeddings, which are distributed 
representations for words, were first proposed by 
Rumelhart et al. [19] and have achieved impressive 
results in many natural language processing tasks [20], 
such as parsing [21] and named entity recognition [22]. 
Mikolov et al. [14] introduced word2vec, which is a toolkit 
for learning word embeddings. It includes two word 
embedding models, the skip-gram and the continuous 
bag-of-words. These models learn word representations by 
employing simple neural network architecture. 
Specifically, the skip-gram model consists of three layers 
(input, projection, and output) to predict contextual words 
of the input word vector. The objective of training is to 
learn word vector representations that are good at 
predicting its context in the same sentence. Due to its 
simple architecture, the skip-gram model can be trained 
on a large amount of unstructured text data in a short 
amount of time (billions of words in a few hours) using a 
conventional desktop computer. 

The main advantage of learned word vector 
representations is that semantically similar words are 
close in the vector space. We utilized word2vec to learn 
word embeddings. Other word embedding models, such as 
Glove [23], were also taken into consideration. 

 
3.2 Candidate identification 

To avoid unnecessary comparisons between metadata, 
we aim to obtain all the possible matched metadata in the 
target language for each translated metadata of the 
source language. The output of this step is taken as the 
input of semantic matching. 

As we mentioned in Section 1, in cross-language record 
linkage, string-based similarity measures are insufficient 
for measuring the similarity between the translated 
metadata and the metadata in the target language, but 
we should not ignore their effectiveness in metadata 
similarity calculation. The key idea of candidate 
identification is that the translated metadata and the 
metadata in the target language are more likely to be 
similar if they share the same words. 

Thus, we identify the matched candidate metadata 
based on whether a metadata in the target language 
shares the same words with the translated metadata. 
Given a translated metadata (!"#$%&  ) and a metadata in 

the target language (!"#$%&"  ), each of them is segmented 
into a set of words. After removing stop words, !"#$%&   and 
!"#$%&"   contain a set of words !"#$%&   and !"#$%&"  , 
respectively. The string-based similarity (SS) between 
!"#$%&   and !"#$%&"   is defined as: 

!! "#$%&',"#%$)*# = 	 1, 	if	012345 ∩ 0#%$)*# ≠ ∅
0, 	otherwise       (1) 

If !! "#$%&',"#%$)*#    equals 1, !"#$%&"   will be 
identified as one of the matched candidate metadata of 
!"#$%&  . Figure 4 shows why the English title “A Snowy 
Evening at Kambara Station” is identified as the 
candidate title. 

 

 
Figure 4: An example of candidate identification 

 
3.3 Semantic matching 

After identifying candidates, we perform semantic 
matching between each translated metadata and its 
matched candidate metadata in the target language by 
employing word embeddings.  

Assume we are provided with a word embedding matrix 
! ∈ #$×&    for a finite size vocabulary of n words. The i-th 
row, !" ∈ $%   , represents the embedding of the i-th word. 
The dimension of the word embedding space is d. 

Our proposed method incorporates the semantic 
similarity between word pairs into the similarity between 
the translated metadata and metadata in target language. 
Here, we use a cosine similarity metric to measure the 
word similarities. Specifically, the semantic similarity 
between word i and word j is shown in Equation (2). 

         !"#$%&' 	 ), + = 	-".)/0(!&	, !2)              (2) 

Our goal is to measure the semantic similarity between 
the translated metadata and metadata in the target 
language. Intuitively, if translated metadata contains 
more words that can match the words in metadata in the 
target language, either exactly or semantically, they 
might more possibly describe an identical entity. We 
represent metadata as a set of embedded words. The 
similarity between the translated metadata (!"#$%&  ) and 
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metadata in the target language (!"#$%&"  ) is formulated as 
the cumulative similarity of word pairs between !"#$%&   
and !"#$%&"  . First, for each word i (!"  ) in !"#$%&  , we 
calculate the similarities between !"   and each word j (!"  ) 
in !"#$%&"  . The similarity between !"   and !"   is 
calculated by Equation (1). Then, the maximum similarity 
between !"   and each word j (!"  ) in !"#$%&"   is regarded as 
the similarity contribution of !"   to the similarity between 
!"#$%&   and !"#$%&"  , which is shown in Equation (3). 

   !"#$%& '( = max '"%-.(/ &, 1 		∀1 ∈ {1, … , #}       (3) 

!"#$%& '(    represents the similarity contribution of !"   
in !"#$%&   to the similarity between !"#$%&   and !"#$%&"  . n 
represents the number of words in !"#$%&"  . 

Finally, we can define the similarity between !"#$%&   
and !"#$%&"   as the cumulative similarity contribution of 
each !"   in !"#$%&  , which is shown in Equation (4). 

     !"# $%&'(),$%'&+,% = .
/ 01234" 56/

6 	          (4) 

!"# $%&'(),$%'&+,%    represents the similarity between 
!"#$%&   and !"#$%&"  . m represents the number of words in 
!"#$%&  . 

Our proposed method is named as SS+SM, since it 
identifies the candidates by using the string-based 
similarity (SS) metric, which is defined in Equation (1), 
and it utilizes semantic matching (SM) for further 
similarity calculation. 
 

4. Experiments 
In this section, we evaluate our method on a real-world 

Japanese and English dataset. 
 
4.1 Experimental dataset 

We employed metadata records of ukiyo-e prints in 
Japanese and English to validate our method. 

We collected 203 ukiyo-e Japanese metadata records 
from Edo-Tokyo Museum 1  and 3,398 ukiyo-e English 
metadata records from the Metropolitan Museum of Art2. 
The metadata that were used in the experiments included 
artist names, titles, and series names of the ukiyo-e prints. 
In our dataset, every record has metadata of artist names 
and titles. A part of records has series names. Some 
examples of Japanese and English ukiyo-e metadata 
records are shown in Table 1 and Table 2, respectively. 

In this dataset, each Japanese ukiyo-e metadata record 
has at least one corresponding English ukiyo-e metadata 
record in the English dataset, which means they refer to 
the same ukiyo-e print. For example, for the first 
Japanese metadata record in Table 1, its corresponding 

                                                   
 
1 http://digitalmuseum.rekibun.or.jp/app/selected/edo-tokyo 
2 http://www.metmuseum.org/ 

English metadata record is the first record in Table 2, 
since they refer to the same ukiyo-e print. To generate this 
ground truth data, for each Japanese ukiyo-e record, first, 
we utilized the ukiyo-e.org 3  image similarity analysis 
engine to find the most similar metadata records in the 
English dataset. Then, we manually checked whether the 
Japanese record and its most similar English record that 
is returned by ukiyo-e.org referred to the same ukiyo-e 
print. 
 

Table 1: Some examples of Japanese ukiyo-e metadata 
records 

 
 

 
4.2 Experimental setup 

In the task of cross-language ukiyo-e prints linkage, we 
aimed to find record pairs that refer to the same ukiyo-e 
prints between datasets in Japanese and English. 

Translation: In our experiments, we translated the 
titles and series names of ukiyo-e records from Japanese 
to English by using Microsoft Translator Text API4. As it 
provides two translation models: statistical machine 
translation (SMT) and neural network translation (NNT), 
we experimented with both translation models to 
translate metadata. The translation of metadata of our 
experimental dataset was made on April 13, 2018. Besides 
the metadata of the title and series name, we also utilized 
names of the artists of the ukiyo-e prints. Since artist 
names are not the target metadata of our proposed 
method, we translated the Japanese artist names by 
using a Japanese–English bilingual list of ukiyo-e artist 
names. This list was manually compiled using the 
authority data in the Web NDL Authorities5, which is a 
web service provided by the National Diet Library (NDL), 
Japan. 

Word embeddings: In our experiments, we utilized the 
skip-gram model of word2vec to learn word embeddings. 
To train the skip-gram model, we used the 
hyper-parameters recommended in [14], where the 
window size was 10 and the dimensionality of the word 
vectors was 200. The training data is the articles in 
English Wikipedia dump as of October 2017. The learned 
word embeddings contain 2,149,489 vocabularies.

                                                   
 
3 https://ukiyo-e.org/ 
4 https://www.microsoft.com/en-us/translator/translatorapi.aspx 
5 http://id.ndl.go.jp/auth/ndla 
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Table 2: Some examples of English ukiyo-e metadata records 

 
 

Record pair comparison: Generally, the similarity 
between two records is calculated by comparing several 
metadata similarities. In our experiments, the similarity 
between two ukiyo-e records (!"   ) was determined by 
combining the title similarity 	(#$%$&')  , series name 
similarity (!"#$%#"  ), and artist name similarity (!"#$%&$  ), 
which is defined in Equation (5). 

      !" = 	!%&'()' * ∙ !'(',- + 1 − * ∙ !)-&(-)           (5) 

Here, α is the weight of title similarity (0 ≤ α ≤ 1). We set α 
= 0.75. The empirical tuning results will be presented in 
Section 4.3. !"#$%&$   uses exact string matching. It means 
!"#$%&$   is set as 1 if the translation of the Japanese artist’s 
name is exactly the same with the English artist’s name. 
Otherwise, !"#$%&$   is set as 0. Since the titles and series 
names are the target metadata of our method, !"#"$%    and 
!"#$%#"   were calculated using our method or one of the 
following baseline methods. 

Baseline methods: We compared our method (SS+SM) 
with the following two methods. 

 
• Soft-TFIDF: This method [24] combines the TFIDF 

and Jaro-Winkler [12] measures. It first applies 
Jaro-Winkler (!"#'  ) to all pairs of words between 
two strings S and T, and then applies the TFIDF to 
words that have a similarity score above the 
threshold (θ	 ≥	 0.9) according to the Jaro-Winkler 
metric. Let CLOSE(θ,	 S,	T) be the set of words u	∈	S 
such that there is some v	∈	T and sim'(u,	v)	>	θ, and 
for u	∈	CLOSE(θ,	S,	T), let ! ", $ = &'()∈+,-&'(", 0)  . 
The definition of Soft-TFIDF is shown in Equation 
(6). 
 
Soft-TFIDF (S, T) 
= "# $, & ∙ "# (, ) ∙ * $, )+∈-./01 2,0,3          (6) 

 
where !" #, %    is the TFIDF weight of word u in S. 
We chose Soft-TFIDF as the baseline method to be 
compared with our method because it showed the 
best performance in title matching against 20 other 
commonly used string-based similarity measures 
[25]. 

• SM: This is the approach for semantic matching 
(SM) in our method. Here, we only used SM to 
calculate the similarity between translated 
metadata and metadata in target language without 
candidate identification. 

Record pair classification: We consider cross-language 
record linkage as a ranking problem in our experiments. 
For each Japanese metadata record, we ranked candidate 
English metadata records according to the similarity score 
between them, which was calculated by Equation (5). 
Thus, we evaluated the ranking results in terms of 
Precison@n (P@n) and Recall@n (R@n). 

 
4.3 Experimental results 

Table 3 and Table 4 show the overall experimental 
results of using NNT translation models to translate 
metadata. We can see that our method performed better 
than the two baseline methods in terms of both P@n and 
R@n. It means that the methods that only use a 
string-based similarity metric or a semantic matching 
method are not sufficient for determining similar 
metadata. Our method achieved the highest P@1 of 
57.64% and significantly outperformed others in terms of 
P@1 and R@1. It shows that our proposed method 
outperforms others when the top-ranked records are 
determined as the corresponding records in the target 
language. 

Comparing with Soft-TFIDF, our method performs 
better. It indicates that our method that employs word 
embeddings can make up the insufficiency of string-based 
similarity metrics when measuring similarities between 
translated metadata and metadata in the target 
language.  

Comparing our proposed method, SS+SM, with SM, it 
gains more than 10% P@1 and 9% R@1 improvement. It 
proves that our method using SS as a supplementary to 
identify candidate metadata has a positive impact on the 
later step, semantic matching. 

Table 3: Experimental results: P@n 

 

Table 4: Experimental results: R@n 
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In our experiments, one important parameter was the 
weight of title similarity α in the similarity metric of 
record pair comparison. Different weights of title 
similarity may lead to different performances in 
cross-language record linkage. Thus, we conducted 
experiments by varying the weight of title similarity. The 
bigger the value of α, the more weight given to title 
similarity and the less weight given to series name 
similarity. When α = 1, it only considers title and artist 
name similarities in record pair comparison. Figure 5 and 
Figure 6 show the P@1 and R@1 performance of three 
methods with different values of title similarity weight α. 
The highest P@1 and R@1 are achieved by our proposed 
method on the title weight α = 0.75. The performance 
improves by increasing α when α < 0.75. Comparing α = 1 
and α = 0.75, the performance of soft-TFIDF and our 
proposed method improves while SM drops. It indicates 
that the string-based similarity is a crucial part for 
calculating metadata similarity. 

 
 

 
Figure 5: P@1 value vs. the weight of title similarity α 

 
Figure 6: R@1 value vs. the weight of title similarity α 

We also conducted experiments to study the effect of 
different translation models on cross-language record 
linkage. Table 5 shows the P@1 and R@1 performance of 
three methods with the translation models: STM and NNT. 
We can see that the results of using NNT are better than 
STM. It indicates that the performance of cross-language 
record linkage is influenced by the translation quality. 
Again, our method performs better when compared with 
two baseline methods. It shows that our method’s 

performance is more stable; in other words, it is less 
affected by translation quality than others. 

 Table 5: Results of using two translation models 

 
 
4.4 Case studies 

We conducted some further case studies to analyze the 
effectiveness of our method. 

Compared with Soft-TFIDF, our method performed 
better on the metadata with the words that are more 
likely to be translated with near-synonyms. In Figure 7, 
the word “図” in the Japanese title was translated into 
“figure” by using Bing Microsoft Translator. However, the 
corresponding word “図” is “scene” in the English title. 
The word “figure” and “scene” can be matched using our 
method because their meanings are similar. However, 
Soft-TFIDF fails because the word “figure” and “scene” 
are in different textual representations. 

 

 
Figure 7: An example of how our method performs better 

than Soft-TFIDF 

Compared with our method, SM’s performance 
sometimes decreased since it tends to match semantically 
similar metadata. For example, given a record pair that 
refers to the same ukiyo-e print with the Japanese title 
“箱根  湖水図 ” and English title “Hakone Kosui”, the 
Japanese title is translated into “Hakone Lake Map”. The 
baseline method SM tends to match the title like “Sumida 
River in the Snow”, since SM tries to match “Sumida” for 
“Hakone”, and “River” for “Lake”. In this case, our method 
can eliminate such English titles during candidate 
identification, since the translated title “Hakone Lake 
Map” and the title “Sumida River in the Snow” do not 
share the same words. 
 

5. Related work 
Our work on cross-language record linkage is related to 

cross-language entity linking [26][27] to some extent, 
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aiming to link the named entities in texts in one language 
to a knowledge base in another language. In this task, a 
lot of contextual information of named entities in texts 
and the content of articles in knowledge bases can be 
employed. Our work focuses on record linkage where only 
the metadata can be utilized, which is usually in short 
texts. 

Cross-language knowledge linking [28][29] is another 
related task, which is creating links between articles in 
different languages that report on the same content. Most 
of the proposed methods use the structural information of 
data, such as inlink and outlink in the articles [28], to find 
the identical articles between knowledge bases in 
different languages. However, our approach aims to link 
the records across several databases in different 
languages that refer to the same real-world object, not to 
find the identical lexicons or articles. 

Our work is also related to cross-language ontology 
matching. With the development of the Linked Data, 
ontology matching is attracting the interest of researchers. 
Cross-language ontology matching aims to find equivalent 
elements between two semantic data sources [16][30][31]. 
The difference between our goal and theirs is that our 
work focuses on general relational databases rather than 
semantic data sources. 
 
6. Conclusions 

We proposed a method of addressing the mismatching 
problem in cross-language record linkage. Our method 
specifically focuses on descriptive metadata such as titles 
and abstracts, which contain words that are sometimes 
translated into semantically similar words. To avoid 
unnecessary comparison of metadata, our proposed 
method first employs a simple but effective string-based 
similarity measurement to identify possible matched 
metadata as candidates. We then employ a semantic 
matching method to calculate the similarities between the 
translated metadata and their candidate metadata in the 
target language. Finally, for each translated metadata, its 
similar metadata in the target language are determined 
from these candidates by performing semantic matching. 
Our method makes up the insufficiency of string-based 
similarity metrics in measuring metadata similarity in 
cross-language record linkage. Through the experiments 
on a real-world dataset, we demonstrated that our method 
performs better than the baseline methods that only rely 
on string-based similarities or semantic matching. 

In the future, we plan to improve our method by 
employing external knowledge resources when comparing 
the metadata in different languages. We also plan to 
validate the effectiveness of our method on the dataset in 
other languages. 
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